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LIST OF MANUSCRIPTS SUBMITTED OR PUBLISHED UNDER ARO SPONSOR-

SHIP INCLUDING JOURNAL REFERENCES: (*indicates manuscripts or papers in the

.<'K last six months of the contract; abstracts appended, if submitted or published)

*Adams, M.B., B.C. Levy and A.S. Willsky, "Linear Estimation of 2-D Random Fields

Described by Nearest Neighbor Models", in preparation.

Akella, R. and P.R. Kumar, "Optimal Control of Production Rate in a Failure Prone Man-

ufacturing System," LIDS Report LIDS-P-1427, January 1985.

Alengrin, G., R.S. Bucy, J.M.F. Moura, J. Pages and M.I. Ribeiro, "Arma Identification,"

LIDS Report LIDS-P-1588, August 1986, submitted to Journol of Optimization Theory and

Appiications.

Aveniel, Y., "Realization and Approximation of Stationary Stochastic Processes," Ph.D.
Thesis, Department of Electrical Engineering and Computer Science, MIT, LIDS Report

LIDS-TH-1440, 2/1985.

*Bello, M.G., A.S. Willsky and B.C. Levy, "The Construction of Discrete-Time Smoothing

Error Models and Their Application," in preparation.

Bertsekas D.P. and Gallager, R.G. Data Networks, Prentice-Hall, 1987.

Borkar, Vivek S. and Mrinal K. Ghosh, "Ergodic Control of Multidimensional Diffusions I:

the Existence Results," LIDS Report LIDS-P-1595, August 1986.

Borkar, Vivek S., "Controlled Diffusions with Boundary-Crossing Costs," LIDS Report

LIDS-P-1613, October 1986; submitted to Applied Mathematics and Optimization.

N' Borkar, Vivek S., "The Probabilistic Structure of Controlled Diffusion Processes," LIDS
*, . Report LIDS P-1633, December 1986; submitted to ACTA Applicandae Mathematicae.

Borkar, V.S., R.T. Chari and S.K. Mitter, "Stochastic Quantization of Field Theory in

Finite and Infinite Volume," June 1987, LIDS Report LIDS-P-1675, to appear in the Journal

of Functional Analysis.

Bunks, Carey D., "Markov Random Field Models for Interpretation and Analysis of Layered

Data," Sc.D. Thesis, Department of Electrical Engineering and Computer Science, MIT,

and LIDS Report LIDS-TH-1642, January 1987.
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*Bunks, Carey and A.S. Willsky, "The Estimation of Layering Geometry Based on Markov

Random Field Models," in preparation.

Carlen, E.A. and D.W. Stroock, "An Application of the Bakry-Emery Criterion to Infinite

Dimensional Diffusions," LIDS Report LIDS-P-1463, May 1985.

*Carlen, E.A., S. Kusuoka and D.W. Stroock, "Upper Bounds for symmetric Markov tran-

sition functions," Annales de l'Institut Henri Poincare, Probablites et Statistiques, 1987, pp.

245-287.

*Caromicoli, C.A., Willsky, A.S. and S.B. Gershwin, "Calculation of Asymptotic Count

Rates in Singularly Perturbed Markov Chains," in preparation.

*Chou, K.C. and A.S. Willsky, 'A Multi-Resolution, Probabilistic Approach to 2-D Inverse

Conductivity Problems," in preparation.

Esmersoy, C., M.L. Oristaglio and B.C. Levy, "Multidimensional Born Velocity Inversion:

Single Wide-Band Point Source," J. Acoust.Soc. America, Vol 78, No. 3, pp. 1052-1057,

September, 1985; LIDS Report LIDS-P-1421.

Esmersoy, C. and B.C. Levy, "Multidimensional Born Inversion with a Wide-Band Plane

Wave Source," LIDS Report LIDS-P-1472, June, 1985; Proc. IEEE, Vol. 74, No. 3, pp.

466-475, March, 1986.

Esmersoy, C., and B.C. Levy, "Tomographic Methods for Multidimensional Born Inversion
with a Wide-Band Source," LIDS Report LIDS-P-1441, March, 1985; Proc. Soc. Explo-

ration Geophysicists Annual Meeting, October, 1985, pp. 605-608.

Esmersoy, C., "The Backpropagated Field Approach to Multidimensional Velocity Inver- !

* sion," Ph.D. thesis, Department of Electrical Engineering and Computer Science, M.I.T., -

November, 1985.

Flamm, David S. and Sanjoy K. Mitter, "H' Sensitivity Minimization for Delay Systems:

Part I." LIDS Report LIDS-P-1605, September 186; Systems &1 Control Letters, 1987. For

Flamm, David S. and Sanjoy K. Mitter, "Hoo Sensitivity Minimization for Delay Systems: ed.. ed [

Part II," LIDS Report LIDS-P-1647, January 1987. "o

Flamm, D.S. and Sanjoy K. Mitter, "Progress on Hoo Sensitivity Minimization for Delay
* Systems: Par I: minimum phase plant with input delay, 1 pole/zero weighting function," ion/ -

LIDS Report LIDS-P-1513, November 1985. llty Codes
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Fagnani, F., D.S. Flamm and S.K.Mitter, "Some Min-Max Optimization Problems in
Infinite-Dimensional Control Systems," LIDS Report LIDS-P-1640, January, 1987; to ap-
pear in Modelling Robustness and Sensitivity Reduction in Control Systems, New York,
Berlin: Springer-Verlag, 1988.

Fnaiech, Farhat and Lennart Ljung, "Recursive Identification of Bilinear Systems," Int. J.
Control, Vol 44, to appear.

w Gallager, R.G., "A Perspective on Multiaccess Channels," LIDS Report LIDS-P-1404,

September 1984.

Gelfand, Saul B., "Analysis of Simulated Annealing Type Algorithms," Ph.D. Thesis, De-
partment of Electrical Engineering and Computer Science, MIT, and LIDS Report LIDS-

TH-1668, May 1987.

Gelfand, S.B. and S.K. Mitter, "Analysis of Simulated Annealing for Optimization," LIDS

Report LIDS-P-1494, August 1985.

Gelfand, S.B. and S.K. Mitter, "Analysis of Simulated Annealing for Optimization," LIDS

Report LIDS-P-1498, September, 1985.

Gelfand, S., and S.K. Mitter, "Generation and Termination of Binary Decision Trees for
NonParametric Multiclass Classification," LIDS Report LIDS-P-1411, October 1984.

Hahne, Ellen L., "Round Robin Scheduling for Fair Flow Control in Data Communication
.e. Networks," LIDS Report LIDS-P-1631, December 1986.
',p

Hahne, E.L. and R.G. Gallager, "Round Robin Scheduling for Fair Flow Control in Data
Communication Networks," IEEE International Conf. on Communications, June 1986;

S LIDS Report LIDS-P-1537, March 1986.

Helman, D.R., "Packet Radio Simulation and Protocols," Ph.D. Thesis, Department of
Electrical Engineering and Computer Science, MIT, June 1986; LIDS Report LIDS-TH-

1575, July 1986.

*Holly Richard and Daniel Stroock, "Logarithmic Sobolev Inequalities and Stochastic Ising

L'p Models," Journal of Statistical Physics, Vol 46, No. 5/6, March 1987.

Humblet, Pierre A. and S.R. Soloway, "A Fail-Safe Layer for Distributed Network Algo-

rithms and Chpnging Topologies," May 1987, LIDS Report LIDS-P-1702, submitted to

IEEE Trans. on Communications.
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Karatzas, I. and S.E. Shreve, "Brownian Motion: a graduate course in Stochastic Pro-
cesses," LIDS Report LIDS-P-1485, June 1985.

Karatzas, I. and S.E. Shreve, "Brownian Motion and Stochastic Control," New York:

Springer-Verlag, 1988.

Kumar, P.R. and Walrand, J., "Individually Optimal Routing in Parallel Systems," LIDS
Report LIDS-P-1372, May 1984.

Kumar, P.R., "A Survey of Some Results in Stochastic Adaptive Control," LIDS Report

LIDS-P-1385, June 1984.

Kuo, C-C, "Parallel Algorithms and Architectures for Solving Elliptic Partial Differential
% :Equations," S.M. Thesis, Department of Electrical Engineering and Computer Science,

MIT; LIDS Report LIDS-TH-1432, January 1985.

Kuo, C.-C., Levy, B.C. and B.R. Musicus, "The Specification and Verification of Systolic
" .Wave Algorithms," LIDS Report LIDS-P-1368, March 1984. Accepted for presentation at

the 1984 IEEE Workshop on VLSI Signal Processing, November 1984.

Kuo, C.-C. and Bernard C. Levy, "A Two-Level Four-Color SOR Method," LIDS Report

LIDS-P-1625, November 1986; to appear in SIAM Journal on Numerical Analysis.

Kuo, C.-C., "A Systematic Approach to Reliable Multistage Interconnection Network De-

sign," LIDS Report LIDS-P-1594, August 1986; submitted to IEEE Transactions on Com-

puters.

Kuo, C.-C., Bernard C. Levy and Bruce R. Musicus, "Concurrent Multigrid Methods for

Solving Elliptic PDEs on Pyramidal Processor Arrays," Proceedings SIAM 1986 National

* Meeting, Boston, Massachusetts, July 1986.

Kuo, C.-C. and Bernard C. Levy, "Mode-dependent Finite-difference Discretization of Lin-

ear Homogeneous Differential Equations," LIDS Report LIDS-P-1654, March 1987; to ap-

Apear in SIAM Journal of Scientific and Statistical Computing.

Kuo, C.-C., B.C. Levy and B.R. Musicus, "A Local Relaxation Method for Solving Ellip-

.-. tic PDEs on Mesh Connected Arrays," LIDS Report LIDS-P-1508, October, 1985; SIAM

Journal of Scientific and Statistical Computing, Vol. 8, No. 4, pp. 550-573, July 1987.

0- Kuo, C.-C., "Discretization and Solution of Elliptic PDEs: A Transform Domain Ap-

proach," Ph.D.Thesis, Department of Electrical Engineering and Computer Science, MIT,
".' LIDS Report LIDS-TH-1687, August 1987.
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*Kusuoka, S. and D. Stroock, "Long time estimates for The heat kernel associated with a

uniformly subelliptic symmetric second order operator," Annals of Mathematics, 127 (1988),

N. pp. 165-189.

*Lamb, Richard H., "Parametric Non-linear Filtering," Sc.D. Thesis, Department of Electri-

cal Engineering and Computer Science, MIT, December 1987, LIDS Report LIDS-TH-1723.

Levy, Bernard C. and Cengiz Esmersoy, "Variable Background Born Inversion by Wave-

field Backpropagation," LIDS Report LIDS-P-1536, (revised), November 1986; accepted for

publication in SIAM J. Applied Math.

Ljung, Lennart, System Identification: Theory for the User, Prentice-Hall, 1987.

Ljung, L., "Building Models for a Specified Purpose Using System Identification," Proc.

* IFAC Symposium on on Simulation of Control Systems, Vienna, September 1986, (plenary

lecture).

Ljung, L., "Error propagation in adaptation algorithms with poorly exciting signals," An-

nales des Telecommunications, T. 41, no. 5-6, May 1986.

Ljung, L., "System Identification: an expository survey," Proc. 23rd Allerton Conference

on Communications, Control and Computing, October 1985, pp. 204-216.

Lou, X.-C., Rohlicek, J.R., Coxson, P.G., Verghese, G.C. and A.S. Willsky, "Time Scale

Decomposition: The Role of Scaling in Linear Systems and Transient States in Finite-State

Markov Processes," LIDS Report LIDS-P-1443, March, 1985.

Lou, X.-C., G.C. Verghese, A.S. Willsky and P.G. Coxson, "Conditions for Scale-Based

Decompositions in Singularly Peturbed Systems," LIDS Report LIDS-P-1651, to appear in

* Linear Algebra and its Applications (special issue on Linear Algebra in Electrical Engineer-

ing)

Lou, X.-C., A.S. Willsky and G.C. Verghese, "An Algebraic Approach to Time Scale Anal-

ysis of Singularly Perturbed Linear Systems," LIDS Report LIDS-P-1604, September 1986;

. to appear in International Journal of Control.

Lou, X.-C., "An Algebraic Approach to Time Scale Analysis and Control," LIDS Report

LIDS-TH-1505 (Thesis), October, 1985.

Luo, Zhi-Quan and John N. Tsitsiklis, "Lower Bounds on the Time Needed to Compute a

Simple Boolean Function on a Random Access Machine," submitted to Information Pro-

cessing Letters, November 1986; also LIDS Report LIDS-P-1616, October 1986.
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Marroquin, J.L., "Optimal Bayesian Estimators for Image Segmentation and Surface Re-

construction," LIDS Report LIDS-P-1456, 5/1985.

,- Marroquin, J.L., "Probabilistic Solution of Inverse Problems," LIDS Report LIDS-TH-1500,

Ph.D. thesis, Department of Electrical Engineering and Computer Science, September 1985.

Marroquin, J.L., "Bayesian Estimation of One Dimensional Discrete Markov Random Fields,"

LIDS Report LIDS-P-1423, December 1984.

Marroquin, J.L., "Surface Reconstruction Preserving Discontinuities," LIDS Report LIDS-

P-1402, August 1984.

Marroquin, J., S.K. Mitter and T. Poggio, "Probabilistic Solution of Ill-posed Problems

in Computational Vision," Journal of the American Statistical Society, Vol, 82, no. 397,

March 1987.

*Massoumnia, M.A., G.C. Verghese and A.S. Willsky, "Failure Detection and Identifica-

tion," to appear in IEEE Trans.Automatic Control.

MittL:, S.K. "Estimation Theory and Statistical Physics," LIDS Report LIDS-P-1518, Lec-

ture Notes in Mathematics, New York, Berlin: Springer-Verlag, 1986.

Moura, Jose M.F. and Sanjoy K. Mitter, "Identification and Filtering: Optimal Recursive

'V Maximum Likelihood Approach," LIDS Report LIDS-P-1587, August 1986; to be submitted
to the IEEE Transactions on Information Theory.

):j Moura, Jose M.F. and M. Isabel Ribeiro, "Parametric Spectral Estimation for Arma Pro-

cesses," LIDS Report LIDS-P-1628, November 1986; to be published in Proceedings of the

3rd IEEE Acoustics, Speech and Signal Processing Workshop on Spectrum Estimation and

* Modelling.

Moura, Jose M.F. and A.B. Baggeroer, "Phase Unwrapping of Signals Propagated under

the Arctic Ice Crust: a Statistical Approach," LIDS Report LIDS-P-1629, December 1986;

submitted to IEEE Transactions in Acoustics, Speech and Signal Processing.
0

Ng, Peng-Teng Peter, "Distributed Dynamic Resource Allocation in Multi-Model Situa-

tion," Report LIDS-TH-1522 (Thesis), December, 1985.

*Nikoukhah, R., Levy, B.C., and A.S. Willsky, "Stability, Stochastic Stationarity and Gen-

* eralized Lyapunov Equations for Two-Point Boundary-Value Descriptor Systems."
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*Ohta, Y., G. Tadmor and S.K. Mitter, "Senstivity Reduction over a Frequency Band," to
appear in the International Journal of Control.

Ozveren, C., G.C. Verghese and A.S. Willsky, "Asymptotic Orders of Reachability in Per-
turbed Linear Systems," IEEE Conference on Decision and Control, December 1987; to

appear in IEEE Transactions on Automatic Control.

~' *Papdimitriou, C.H. and J.N. Tsitsiklis, "On Stochastic Scheduling with In-Tree Precedence
Constraints," SIAM J. Computing, Vol. 16, No. 1, February 1987.

*Prince, Jerry L. and A.S. Willsky, "Reconstructing Convex Sets from Support Line Mea-

S. surements," submitted to IEEE Trans. Pattern Analysis and Machine Intelligence, Septem-

55* ber 1987, Report LIDS-P-1704.

*Prince, J.L. and A.S. Willsky, "A Projection Space Map Method for Limited Angle Recon-

struction," submitted to 1988 IEEE Conference on Acoustics, Speech and Signal Processing,
December 1987, Report LIDS-P-1731.

Prince, Jerry L. and Alan S. Willsky, "Estimation Algorithms for Reconstructing a Con-

vex Set Given Noisy Measurements of its Support Lines," Laboratory for Information and
Decision Systems Report LIDS-P-1638, January 1987; submitted to IEEE Transactions on

Pattern Analysis and Machine Intelligence.

Prince, Jerry L. and Alan S. Willsky, "Reconstruction of Convex Sets from Noisy Support

Line Measurements," LIDS Report LIDS-P-1667, May 1987.

*Prince, Jerry L., "Geometric Model-Based Estimation From Projections," Ph.D. thesis,
Department of Electrical Engineering and Comiouter Science and Laboratory for Informa-

tion and Decision Systems, MITi Report LIDS-TH-1735, January 1988.

*Prince, J.L. and A.S. Willsky, "An Hierarchical Algorithm for Reconstruction from Pro-

jection Using Geometric Information," in preparation.

*Prince, J.L. and A.S. Willsky, "Probabilistic Models of Object Support Functions and

MAP Estimation," in preparation.
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*Prince, J.L. and A.S. Willsky, "A Constraint-Based Variational Aproach to Reconstruction

from Projections," in preparation.

Ribeiro, M. Isabel, and J.M.F. Moura, "Dual Estimation of the Poles and Zeros of an

ARMA (p,q) Process, LIDS Report LIDS-P-1521, September, 1985.

Rockland, C., "Intrinsic Nilpotent Approximation to Filtered Lie Algebras," LIDS Report

LIDS-P-1495, September, 1985.

-- Rockland, C., "Intrinsic Nilpotent Approximation," LIDS Report LIDS-R-1482, June 1985.

*Rohilcek, J.R. and A.S. Willsky "Sructural Decomposition of Multiple Time Scale Markov

\ :.' Processes," submitted to Journal of the Association for Computing Machinery, October

..,'. 1987, LIDS Report LiDS-P-1711.

* *Rohlicek, J.R. and A.S. Willsky, "Multiple Time-Scale Analysis of Semi-Markov Pro-

Pd cesses," in preparation.

*Rohlicek, J.R. and A.S. Willsky, "Structural Decomposition of Perturbed Processes with

Applications to Reliability Analysis," in preparation.

Rohlicek, J.R. and Alan S. Willsky, "The Reduction of Perturbed Markov Generation: an

s .: Algorithm Exposing the Role of Transient States," LIDS Report LIDS-P-1493, September

1985; submitted to the Journal of the ACM.

Rohlicek, Jan Robin, "Aggregation and Time Scale Analysis of Perturbed Markov Systems,"

Sc.D. Thesis, Department of Electrical Engineering and Computer Science, M.I.T., and

Laboratory for Information and Decision Systems Report LIDS-TH-1641, January 1987.

Rohlicek, J.R. and A.S. Willsky, "Multiple Time Scale Approximation of Discrete-Time

Finite-State Markov Processes," submitted to S,;tems & Control Letters.

Rossi, D.J. and A.S. Willsky, "Object Space Determination from Tomographic Measure-

ments: Performance Analysis," in preparation.

Rougee, Anne, Bernard C. Levy and Alan S. Willsky, "An Estimation-based Approach to

the Reconstruction of Optical Flow," LIDS Report LIDS-P-1663, April 1987; submitted to

IEEE Transactions on Pattern Analysis and Machine Intelligence.
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Sasaki, Galen H. and Bruce Hajek, "The Time Complexity of Maximum Matching by Sim-
ulated Annearling," Report LIDS-P-1552, April 1986.

Shaked, U. and Kumar, P.R., "Minimum Variance Control of Discrete Time Multivariable

ARMAX Systems," LIDS Report LIDS-P-1373, May 1984.

Spinelli, John, "Broadcasting Topology and Routing Information in Computer Networks,"
Report LIDS-P-1543, March 1986; also submitted to IEEE Trans. on Communications.

Stroock, D.W., "On the Rate at which a Homogeneous Diffusion Approaches a Limit: An
application of the large deviation theory of certain stochastic integrals," LIDS Report LIDS-

P-1464, 5/1085.

Stroock, D.W., "Homogeneous Chaos Revisted," LIDS Report LIDS-P-1465, May 1985.

Tewfik, A.H., B.C. Levy, and A.S. Willsky, "Kalman Estimation for a Class of Rational
Isotropic Random Fields," Proc. 24th IEEE Conf. on Decision and Control, December,
1985, pp. 1618-1623; Report LIDS-P-142; accepted for publication in Proceedings, 24th

IEEE CDC, 12/85.

Tewfik, A.H., B.C. Levy and A.S. Willsky, "An Efficient Maximum Entropy Technique for
2-D Isotropic Random Fields," LIDS Report LIDS-P-1450, April, 1985, to appear in IEEE

Trans. Acoustics, Speech and Signal Processing.

Tewfik, Ahmed H., Bernard C. Levy and Alan S. Willsky, "Recursive Estimation for 2-D
Isotropic Random Fields," LIDS Report LIDS-P-1585, August 1986; revised April 1987; to
appear in IEEE Transactions on Information Theory.

Tewfik, Ahmed H., "Recursive and Spectral Estimation for 2-D Isotropic Random Fields,"
Ph.D. thesis, Report LIDS-TH-1643, January 1987.

Tewfik, Ahmed H., Bernard C. Levy and Alan S. Willsky, "A New Parallel Smoothing Algo-
rithm," LIDS Report LIDS-P-1603; Proceedings of the 25th IEEE Conference on Decision

and Control, Athens, Greece, December 1986.
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Tewfik, Ahmed H., "Recursive Estimation and Spectral Estimation for 2-D Isotropic Ran-

doa Fields," Sc.D. Thesis, Department of Electrical Engineering and Computer Science,

MIT; Laboratory for Information and Decision Systems Report LIDS-Th-1643, January

1987.

Tewfik, A.H., B.C. Levy and A.S. Willsky, "An Efficient Maximum Entropy Technique for
2-D Isotropic Random Fields," Laboratory for Information and Decision Systems Report

LIDS-P-1620, November 1986; Proceedings, 1987 Conference on Information Sciences and

Systems, The Johns Hopkins University, Baltimore, MD, March 1987; revised June 1987;

to appear in IEEE Transactions on Acoustics, Speech and Signal Processing.

Tewfik, A.H., B.C. Levy and A.S. Willsky, "Sampling Theorems for 2-D Isotropic Random

Fields," Laboratory for Information and Decision Systems Report LIDS-P-1592, (revised),

May 1987; to appear in IEEE Transactions on Information Theory.

S-.Tewfik, A.H., B.C. Levy and A.S. Willsky, "Parallel Algorithms for Smoothing for Linear

* State Space Models," in preparation.

Tewfik, A.H., B.C. Levy and A.S. Willsky, "An Eigenstructure Approach for the Retrieval of

Cylindrical Harmonics," revised version of Laboratory for Information and Decision Systems

Report LIDS-P-1477, June 1985; Signal Processing, Vol. 13, No. 2, pp. 121-139, September

1987.

Tsitsiklis, J.N., "Lower Bounds on the Time to Compute A Simple Boolean Function on

a Parallel Random Access Machine," MIT Operations Research Center Working Paper,

August 1986.

*Tsitsiklis, J.N., "A Survey of Large Time Asymptotics of Simulated Annealing Algo-
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BRIEF OUTLINE OF RESEARCH FINDINGS

During the grant period research was conducted on many fundamental aspects of commu-

nication, control and computation. The following sections summarize some of the results.

(i) Parallel and Distributed Computation

(ii) Communication Aspects of Parallel and Distributed Computation

(iii) Convergence Analysis for Partially Asynchronous Algorithms

(iv) Communication

5- 9(v) Efficient Algorithms for Solving Elliptic PDEs

(vi) Multisource Array Processing

(vii) Estimation and Modeling of Spatially-Distributed Data

(viii) Singularly Perturbed Systems

(ix) Discrete Event Systems

(x) Decentralized Detection

(xi) Markov Chains and Simulated Annealing

(xii) Simulated Annealing

(xiii) Stochastic Quantization

*_ (xiv) Sensitivity Optimization for Delay Systems

'0%

-17

I( 554.Ir%



SW,

20980-MA

1.1 Parallel and Distributed Computation

A variety of problems have been studied in this area:

1. We have completed a study of the communications requirements of distributed convex

optimization. More specifically, we considered two processors, each one having access to a

different convex cost function fi, who communicated with the objective of computing some

vector x which minimizes f (x) + f2 (X), within a prescribed accuracy C. Lower bounds were

derived on the number of bits that have to be transmitted. An algorithm with optimal

(respectively, almost optimal), communication requirements was found for the case where

x is one-dimensional (respectively, muilti-dimensional). (Tsitsiklis and Luo, 1987).

2. We have completed a study of asynchronous iterations. Here an operator Ti(t) (chosen

from a finite set {T 2 , ...,TkJ} of possible operators is applied at each time step, thus yielding

* ! the iteration x(t + 1) = Ti(t)((t)). We have considered the convergence of this iteration

for the case where every operator is applied an infinite number of times but in an arbitrary

order. This situation is of interest in revealing distributed iterative algorithms as well as in

other contexts such as the stability of time varying dynamical systems. General necessary

and sufficient conditions for convergence have been derived. These results bear interesting

. -, similarities with direct and converse theorems in Lyapunov stability theory.

1.2 Communication Aspects of Parallel and Distributed Computation

We have conducted a study of some generic communication problems that arise in many

types of parallel numerical algorithms. We have developed optimal or nearly optimal algo-

rithms for each of these problems for some of the most popular processor interconnection

networks including the hypercube. This work will be part of the forthcoming book Paral-

* lel and Distributed Computation: Numerical Methods by Professors Dimitri Bertsekas and

John Tsitsiklis.
.15:"

1.3 Convergence Analysis for Partially Asynchronous Algorithms

We have developed a convergence theory for partially asynchronous distributed algorithms

that applies to special classes of problems including strictly convex network optimization

problems. An interesting feature of this theory is that, for convergence, there is no restric-

tion on the size of the interprocessor communication delays as long as they are bounded.

* This work will be part of the forthcoming book on parallel computing by Professors Dimitri

Bertsekas and John Tsitsiklis and will appear in a joint paper by Paul Tseng, D. Bertsekas

and J. Tsitsiklis.

18

J"-"



20980-MA

1.4 Communication

There is no central unifying theory for data networks of the type that have been developed
over the last twenty years. Most important network problems are intractable when modelled

in a highly realistic way and we have studied a number of simple models, each focusing on

an interesting aspect.

For wire networks, we have particularly studied issues in routing and flow control. The

approach has been to set up an optimization problem on the flow of data traffic (including

rejected traffic in the case of flow control) and to develop efficient centralized and decen-

tralized algorithms to find the best operating point. These models have relied on making

stationarity assumptions on the traffic statistics and on ignoring dynamic effects. Our re-

search efforts attempted to understand those dynamic effects, particularly in the case of

flow control techniques using windowing algorithms.

The study of routing issues has also led us to investigate distributed algorithms to solve

graph oriented problems (shortest path, spanning trees, max flow) that are needed as build-

ing blocks in the solution of larger problems. This research is in addition to asynchronous

distributed algorithms outlined elsewhere.

For networks involving broadcast media such as cable, radio and satellite, there is a major

problem of contention between nodes attempting to access the channel. For the case where
all nodes can hear each other we have developed a good theoretical understanding of the

problem and we have designed and analyzed high performance access methods.

One can also view channel access problems within the framework of Information Theory,

albeit with unusual assumptions relative timing at different transmitters and even on the

composition of the active transmitter set. With these assumptions we have succeeded in

reconciling results from random access contention and information theory. In the same
vein, but on a more practical level, we examined the links between spread spectrum, error

correction coding and random access.

Finally, we worked in the area of fiber based, very high bandwidth networks. They differ
in such a dramatic fashion from traditional transmission media that the way they are used
is bound to be very different from a straightforward extension of the current techniques.

A detailed account of our research is available in the book by D.P. Bertsekas and R.G.

Gallager, Data Networks, published by Prentice-Hall in 1987.
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1.5 Efficient Algorithms for Solving Elliptic PDEs

Professor Bernard Levy and his students have pursued work on the development of parallel

and efficient algorithms for the solution of elliptic PDEs. A complete account of the results

that we have obtained have appeared in Jay Kuo's Ph.D. thesis. The main contributions

of this work are as follows:

N(i) A local relaxation algorithm for the solution of elliptic PDEs with space dependent coeffi-

cients. This algorithm selects different relaxation parameters wij for different discretization

points. The resulting numerical procedure is parallelizable, efficient and robust. It is faster

than the standard SOR method for solving space-dependent elliptic PDEs.

;I',

(ii) A two-level four-color SOR method for solving higher-order discretizations of elliptic

PDEs such as the 9-point stencil discretization of the Poisson equation. This method relies

on a two-level iterative scheme and is based on a formulation of the SOR acceleration

procedure in the Fourier domain. Both theoretical analysis and numerical simulations

indicate that the resulting iterative procedure has a convergence rate similar to that of the

standard 5-point SOR method.

(iii) Mode-dependent finite-difference discretization schemes for linear homogeneous PDEs.

These discretization schemes are considerably more accurate than standard finite differ-

ence schemes and take into account the structure of the PDE of interest (such as the

convection-diffusion equation, the Helmoth equation, etc.) to approximate accurately the

most significant modes appearing in its solution.

(iv) Finally, we have developed and analyzed multigrid PDE solvers which use a red/black

SOR smoother with a value of the relaxation parameter W : 1, as the smoother on each

"/ grid of the multigrid solver. By performing a two-grid two-color Fourier analysis of the

resulting multigrid solver it has been shown theoretically, and verified experimentally that

the optimum converegence rate is obtained for w = 1.15 (when two smoothing iterations are

used at each grid level), instead of w = 1 (The Gauss-Seidel smoother) as was previously

* believed. These results will be described in a paper which is currently in preparation.

4. "

4'.."
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1.6 Multisource Array Processing

Professor George Verghese and Mariam Motamed are continuing the study of signal pro-

cessing for sensor array data in chemometrics, using methods of numerical linear algebra

(subspace methods, eigenstructure methods, and so on). Of particular interest is the use

of "total least squares" to obtain greatly improved results in the case of low signal-to-noise

ratios.

1.7 Estimation and Modeling of Spatially-Distributed Data

We have continued our work on stochastic models of the geometry of random fields. The

Ph.D. thesis of Jerry L. Prince is now complete. In this work, we have developed a number of

estimation-based results in the context of tomographic reconstruction. The most significant

of these are:

(i) The development of local relaxation algorithms for tomographic reconstruction based on

sparse data together with geometric constraints arising from estimation of object geometry

and mathematical constraints required of all Radom transforms. These algorithms are

extremely fast, paralellelizable, and robust.

(ii) The development of algorithms for the estimation of object geometry (more precisely

estimation of the support function of the object). This has led to new results and a con-

tinuing investigation into probabilistic models of shape that (a) capture desired geometric

features; and (b) lead to efficient and robust algorithms.

(iii) The development of local relaxation algorithms that incorporate the fundamental con-

straints required of all Radon transforms.

At least four papers will results from all of this research.

We have pursued the development of estimation-based approaches to inverse problems. In

this work we formulate the inverse problems (at present an inverse resistivity problem) as

an estimation problem at multiple spatial scales. This approach (a) allows one to overcome
well-posedness problems and to identify a resolution consistent with the available data;

(b) overcomes much of the computational burden in solving the forward problem at each

iteration by performing the bulk of iterations at coarse scales; and (c) leads to a highly

modular and parallel inversion scheme in which identical problems are solved over subregions

*1 of the medium being imaged.
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One stage of our work in this area, including experimental and analytical performance
studies has now been completed and is documented in the S.M. thesis of Mr. K.C. Chou
and in a forthcoming paper. Further work is continuing, focusing now on the investigation of

* ~ multi-scale representations of stochastic processes and random fields. In addition a project
on the development of probabilistic model-based algorithms for recovering 3-D structure
from X-ray crystallographic measurements has recently been initiated.

We have also continued our research on problems of computational vision based on the

theories of spatial estimation we have developed over the past few years. Our present
research focuses on problems of motion tracking over time from image sequences, depth
estimation, and the development of algorithms that avoid the use of the so-called "brightness

constraint."

Clem Karl has continued his work with Professor George Verghese on reconstruction of
S..objects from shadows. A paper on this work is in preparation. Most recently, they have been

extending earlier results on ellipsoids and convex objects to the case of star-shaped objects
such as those represented via spherical harmonic surfaces. Some progress has been made

-. , '.within this framework towards the objective of representing and estimating dynamically

evolving shapes.
.- , *

1.8 Singularly Perturbed Systems

Our work on multiple time scale analysis during the past six months has focused on doc-
umenting previous results of J.R. Rohlicek, X.-C. Lou, A.S. Willsky and G.C. Verghese

and on one new research direction developed in the recently completed S.M. thesis of C.A.
Caromicoli. In this work we (a) apply our methods to the analysis of complex, flexible
manufacturing systems; and (b) develop new theoretical results on the computation of
asymptotic rates of particular events in perturbed Markov processes. In addition we have

recently initiated an investigation of estimation for such processes and have had some initial
success in developing asymptotic optimality results.

0 The Master's thesis of Cuneyt Ozveren, supervised by Professors Alan Willsky and George
Verghese, has been extended. A paper describing these extensions, treating asymptotic
orders of reachability in perturbed systems over the ring of asymptotic series in some small

parameter is to be published.
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1.9 Discrete Event Systems

Professor Alan Willsky and his students have recently initiated a research project aimed at

developing a higher-level, linguistic control theory for systems characterized by the occur-

rence of discrete events. There has been a recent burst of activity in this area, sparked by

- the work of W.M. Wonham who has investigated control concepts in contexts more usu-

ally used by computer scientists. Our work has as its aim the development of important

concepts and results lacking in the present theory. Specific results to date are:

(i) The definition and development of criteria for the stability, or more precisely, the re-

siliency, of discrete event systems.

(ii) The development of the fundamentals of a hierarchical theory for such systems based

on the notion of "tasks."

(iii) The development of a theory of system interconnections and conditions under which

analysis of such interconnections are computationally tractable.

(iv) The development of a class of Petri net models describing the coordination in distributed

models of the heart.

Professor Willsky, Mr. Ramine Nikoukhah and Professor B.C. Levy of U.C. Davis have
continued their research on developing a system theory for discrete-time noncausal models

described by boundary-value equations. Several papers are in progress dealing with reacha-

bility and observability, stability, stochastic and deterministic stationarity, realization the-
ory, and optimal smoothing. Work is continued on these subjects and on the problems of

stochastic realization and identification.

Our work from this point will focus on (a) developing methods of aggregation and decom-

position that allow us to overcome the complexity associated with analyzing or designing

these systems and (b) the development of a regulator theory.

N' I'
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1.10 Decentralized Detection

We have completed a study of decentralized detection problems in which a large number N

of independent sensors receive measurements from the environment and transmit a finite

valued function of their measurements to a fusion center. Then, the fusion center uses the

messages received to decide which one of M hypotheses on the environment is true. The

problem ccnsists of finding the optimal messages to be transmitted by the sensors, so as to

maximize the probability of a correct final decision by the fusion center. This problem is

computationally intractable when N is large but finite. Still, we have succeeded in obtaining

a simple, complete and computationally easy sol'ition, for the limiting case where N tends

to infinity. Both Bayesian and Neymann-Pearson formulations have been considered.

1.11 Markov Chains and Simulated Annealing

We undertook a theoretical study of the structure of finite state, discrete time Markov

chains in which transitions between different states have probabilities of occurrence which

are of different orders of magnitude, as a function of a small parameter. While singular

pertubation theory has addressed this problem, our results were of a different flavour because

we considered non-stationary Markov chains and because we were able to obtain a graph-

theoretic algorithm which provides information on the order of magnitude of the probability

that a certain transition occurs over a long enough time interval, even if this probability was

vanishingly small. (Singular pertubation theory usually determines only whether a certain

probability goes to zero or not; we were able to determine the rate at which it goes to zero.)

The above outlined theory was then used to analyze the asymptotic behaviour of simulated

annealing algorithms. In particular, given any Markov chain whose transition probabilities

are controlled by a decreasing and asymptotically vanishing small parameter (this the tem-

* perature in the simulated annealing context) we can determine the set of states which will

have positive probability, in the limit as time goes to infinity. In particular, these results

provide a different perspective on previously available results or this subject.

In more technical detail, the results were the following: A discrete time, nonstationary,

finite state Markov chain {x(t)} is considered whose one-step transition probabilities satisfy

inequalities of the form Cc2( ' ) < pj (t) _ C2 e ( "'1 , where E is a small positive parameter,

C1, C2 are constants and A = {a(i,j)} is a set of nonnegative integer coefficients, which

determine the order of magnitude of the probabilities of different transitions. Subject to a

minor aperiodicity assumption, it is shown that, for any nonnegative d there exists a set of

nonnegative integer coefficients {A(d; i, j)} (depending only on A) such that Ci e (d; t,j)

P(X(1/c d ) j[X(O) =) < cv'(Oi ), where C 1 , C 2 , are constants independent of E. An
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algorithm for computing V (d; i,j) is also provided. It is then assumed that e is actually a
.nonincreasing function (t) of time, as is the case in simulated annealing. It is shown that,

7'i (-(t) = o -and ro (D+i(t) < oo, then the smallest subset of the state space to

which z(t) converges (in probability) equals the set R d defined by Rd = {i V(d; i,j) = 0

implies V(d;j,i)} = 0. The proof consists of partitioning the infinite time horizon into a

sequence of intervals such that E(t) is approximately constant during each such interval and

then applying the previously mentioned estimates.

1.12 Simulated Annealing

In the thesis of Saul Gelfand, he has given an analysis of the relationship between the
, -Langevin equation method for finding a global minimum of a function and the method of

simulated annealing. He has also proposed a new algorithm which exploits the desirable

* properties of the two above algorithms.

1.13 Stochastic Quantization

Sanjoy K. Mitter, in joint work with V.S. Borkar and R.T. Chari, is continuing work in this

area as follows. The study of stochastic quantization leads to a study of a distribution-valued

stochastic differential equations. A stochastic differential equation describing a symmetric

Markov process taking values in the space of distributions on a planar rectangle or the whole

plane has been studied. Main result include the existence and uniqueness of the solution,

ergodicity, a finite to infinite volume limit theorem and partial results on large deviations.

The problem originates from quantum field theory and has implications in image analysis.

This work is reported in "Stochastic Quantization of Field Theory in Finite and Infinite

Volume," to appear in the Journal of Functional Analysis in 1988.

0
1.14 Sensitivity Minimization for Delay Systems

In the work of Flamm and Mitter we solved the H' sensitivity optimization for plants with

an input delay and general rational transfer function. We regard this as a major contribu-

* tion and this research has important implications in modelling unmodelled dynamics using

variable time delays.
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2. Interaction with Army Research Office and Army Laboratories

Professor Daniel Stroock gave a mini-course organized by the Army Research Office on

"Theory of Large Deviations" at the University of Maryland, October 25-27, 1987.

Professor Sanjoy Mitter visited the U.S. Army's Human Engineering Laboratory on Decem-

ber 21, 1987. His host was Dr. Benjamin Cummings. On December 22, Professor Mitter

was invited to visit the U.S. Army's Engineer Topographic Laboratory at Ft. Belvoir,

9>.. Virginia, for a briefing for personnel associated with the ARO.

3. Honors, Awards and Invited Lectures

Professor Sanjoy Mitter was elected to the National Academy of Engineering "for out-

standing contributions to the theory and applications of automatic control and nonlinear

* filtering."

Professor Mitter was also invited to give the lecture "On Stochastic Quantization," at

the First International Conference on Industrial and Applied Mathematics, Paris, in July
1987. He was also invited to lecture on "Recursive Maximum Likelihood" at the IFAC

'87 Conference, Munich, in July 1987. In addition, Professor Mitter lecture in the H'

Workshop at the IEEE CDC Conference, Los Angeles, in December 1987.

Professor Robert Gallager was invited to speak in the Robert T. Chien Distinguished Lec-

ture Series, Coordinated Science Laboratory, University of Illinois in October 1987. He was

also invited to speak in the Distinguished Lecture Series at Concordia, Montreal, Canada.

Professor Bernard Levy gave an invited talk on "Joint velocity and density Born inversion

by reverse-time wavefield extrapolation" at the 1st International Conference on Industrial

* and Applied Mathematics, Paris, France in July 1987.

Professor George Verghese was invited to give the talk "Subspace Methods in Chemo-

metrics" at the International Conference on Linear Algebra and its Applications, Valencia,

Spain, in September 1987. He was also invited to give the talk "Array Processing in Chemo-

* metrics" at the Indo-US Workshop on Systems and Signal Processing, India, in January

1988.

Professor Alan Willsky was invited to speak on "Generalized Riccarti Equations for Two-

Point Boundary-Value Descriptor Systems," at the IEEE Conference on Decision and Con-
@

trol, Los Angeles, in December 1987.
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I Logarithmic Sobolev Inequalities
and Stochastic Isinga Models
Richard Holley' and Daniel Stroock'

Ri'cu ed !Y,'&h24

We use locar;zhmic Sobolek ineq 'ualities to stud, '.he ergodic properties of
stochastic Isins' models both in terms of l.-ce dle~iations and in terms of con- -*,

%eree-nce in distbution. ,..

KEY WORDS: LoL'arithmic Sobole% inequalities, stochastic Ising models:

larec- deviatioris: rates of con% erctence,

1. INTRODUCTION

The theme of this article is the interplay between logarithmic Sobolev
*ine qualities and ergodic properties of stochastic Ising models.

To be more precise. let gbe a Gibbs state for some potential and sup-
-pose P,: I> 0 is the semigroup of an associated stochastic Ising model.

Then 'P,: r> 0 de-termines on L-(g) a Dirichlet form 51. A logarithmic
ISobolev inequalitN is a relation of the form

% -,S) f 0 1 _7 0,- ,f f :g

for some positive (known as the logarithmic Sobolev constant). In this
Iarticle we discuss some of the implications that (L.S.) has for the ergodic

% .heory of the stochastic Ising model.
* jIr. Section 2 wve discuss ergcd'c properties from the standpoint of

I larg~e-deviation thoery. In particular, we introduced and compare rate

5, Depanrnent of Mathernaitcs. Universit ofr Colorado. Boulder. Colorado 80309.
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Long time estimates for the heat kernel
associated with a uniformly subelliptic

symmetric second order operator

by S. KsuL oi and D. S-,ooci*

0. Introduction
By now it is aNndantly clear that precise local regularity proper-ies of

second order subelliptic operators depend heaNiJv on the structure of the
degeneracv being considered. Indeed, when we start witlh the paper ]R-S] by
L. Rothschild and E. Stein, in which the sharp forn of Hrniander's famous
subellipticity theorem is proved, and continue through the work of C. Fefferman
and D. Phong [F] and A. Sanchez-Caie [S]. it becomes increasingly clear that

* local regulariry estimates for these operators reflect the geometry associated with
the operator under consideration.

For example. if the operator Y"= "7Vk V,, where the Vk's are smooth
vector fields on Rv (thought of as directional derivatives) and V" denotes the
formal adjoint of the operator I"k. and if one defines d(x. y) to be the

\Y,'", X ,)-contro1 distance betveen x and y (cf. Section 1), then, under a

suitably uniform version of Hbrmander's condition (cf. (3.14) in Section 3). one
can show that the fuindamental solution p(t, x. y) to the Cauchv initial value
problem for 5.u = YiDu satisfies an estimate of the fonn:

(0.1) exp - AMd(x, y )2/t,,; , ' I .B ( x, t 1 '-2

. p(t. x, y) T , - exp(- d(x. Y)2 /tj

for all (t, x, y)= (0.11 x R x R. where Bd(x, r) -yE R : d(x, y) < r).
(Th-is estimate was first derived by Sanchez f S] for t A 0 1] and x and
satisfying d(x, y) _< t .' - . More recently, it was extended to (t, x, y) E (0, 1] x
R' x R' with d(x, y) < 1 by D. jerison and Sanchez LI-S]: and, at about the
same time, it was proved for general x and y by the present authors [K-S. III].)

'During the period oi this research, both authors were partially supported by NSF DMS-
6415211 and .O DG 2 9K
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FAILURE DETECTION AND IDENTIFICATION

Niohammad-Ali Massoumrnia', George C. Verghesec, Alan S. WillskN -

Massachusetts Institute of Technology
Cambridge, MA 02139, USA

13 June, 1987

A!

Abstract

Using the geometric concept of an unobservability subspace, a solution is given to the

problem of detecting and identifying control system component failures in linear, time-invariant

systems. Conditions are developed for the existence of a causal, linear, time-invariant processor

that can detect and uniquely identify a component failure, first for the case where components

can fail simultaneously, and second for the case where they fail only one at a time. Explicit

design algorithms are provided whenfthese conditions are satisfied. In addition to time domain

solvability conditions, frequency domain imterpretations of the results are given, and connections

are drawn with results already available in the literature.

* Work of the first author was supported by NASA Langley Research Center under Grant
NAG 126. The other two authors were supported in part by the Air Force Offce of Scientific
Research under Grant AFOSR-82-0258 and in part by the Army Research Office under Grant
DAAG-29-84--K-0005.

Formerly with the Space Systems Laboratory at MIT, now with the Sharif University of
Technology,_Tehran, Iran.

2 Laboratory for Electromagnetic and Electronic Systems.
3 Laboratory for Information and Decision Systems.
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STABILITY, STOCHASTIC STATIONARITY AND GENERALIZED LYAPUNOV EQUATIONS

FOR TWO-POINT BOUNDARY-VALUE DESCRIPTOR SYSTEMS'

Ramine Nikoukhah 2, Bernard C. Levy 3, Alan S. Willsky 4

*1.

ABSTRACT

In this paper, we introduce the concept of internal stability for two-point boundary-value descriptor systems

(TPBVDSs). Since TPBVDSs are defined only over a finite interval, the concept of stability is not easy

to formulate for these systems. The definition which is used here consists in requiring that as the length

of the interval of definition increases, the effect of boundary conditions on states located close to the

center of the interval should go to zero. Stochastic TPBVDSs are studied, and the property of stochastic

stationarity is characterized in terms of a generalized Lyapunov equation satisfied by the variance of the...

boundary vector. A second generalized Lyapunov equation satisfied by the state variance of a stochastically

stationary TPBVDSs is also introduced, and the existence and uniqueness of positive definite solutions to

e this equation is then used to characterize the property of internal stability.
,4-

41. This research partially supported by the U.S. Army Research Office, contract DAAL03-86-K-0171 (Cen-
ter for Intelligent Control Systems), the Air Force Office of Scientific Research, contract AFOSR-88-0032,
and the National Science Foundation, grant ECS-8700903.0

2. Laboratory for Information and Decision Systems, Room 35-437, Massachusetts Institute of Technology,
Cambridge, MA 02139.

3. Department of Electrical Engineering and Computer Science, University of California, Davis, CA 95616.

• 4. Center for Intelligent Control Systems, Room 35-437, Massachusetts Institute of Technology, Cam-
bridge, MA 02139.



ON STOCHASTIC SCHEDLLING ,kITH IN-TREE
PRECEDENCE CONSTRAINTS*

CHRISTOS H PAPADIMITRIOL- AN .OH N TSITSIKL: :

, Abstract. Vse consider Ince nroriem of optimai .cneduiinc of a et o 'oos oDcS. i-tree :recezen,:e
constraints. 'her a numoer V1 o! processors is a aiiabie It iS assumed that mi ser sc- irnes ci 0:!rent
)u S re independent identicailNs distributed ranoom s anacles. Subiect to a minor assumpton on ne ser', ic

time distrbution. se show trat po:icies ot' the "Hignest Le',el First" type are ootima as,mptoticai . a-s tine
numoer o" jobs tends to ;nfinitv

Kev, ords. cheduihng, stocnastc. trees

AMS(MOS) subject clas.ificAtion. 90B35

1. Introduction. Schedulingjobs with equal execution times and in-tree precedence
constraints to minimize makespan latest finishing time) is a classical problem in
scheduling [Co]. It is known that, for any number of processors, the most natural
policy, namely the one that asigns to the next available processor a leaf that has the
largest height Idistance from the root), is optimal [Hu]. This policy is called highest
level first.

An interesting twist on this theme is to allow the execution times of the tasks to

,-- be independent and identically distributed exponential random variables [CR]. The
results here are less complete: It is known that the highest level first policy is optimal
on/y in the two-processor case [CR]. In fact, for two processors this policy is cptimal
under a wide variety of criteria [BR]. Unfortunately, for three processors the highest
level first policy is not optimal, and no tractable way to approach this problem is

known. It was shown in [Pa] that a generalization of the two-processor problem in
another direction (and-or precedencesi is PSPACE-complete.

In this paper we show that for any number of processors the highest level first
policy, although suboptimal, is not much worse than the optimum. In particular. we
show that, for any in-tree, the cost associated with a highest level first policy is no
larger than the optimal cost times a factor that goes to one as N increases to infinity.
Moreover, this result is shown to be true for a fairly wide class of service time
distributions, exponential distributions being a special case.

2. Problem definition. We are given a set of A4 processors and an in-tree G with
N nodes. Each node represents a job that may be processed by any of the processors.
We assume that the jobs have service times that are independent and identically

distributed random variables, with known distributions. We assume that these random
variables are positive, with probability one.

A scheduling policY is a rule that. at time t = 0, assigns L of the processors to L
leaves of the tree. where L is the minimum of V and the number of leaves of G. If
at time t some processor terminates the processing of a job, we delete the corresponding

Recei ea 6 . the editors June "4. 185. accepted for oubicatron (n revised formi Apni 24. 1986, "his

research was suppored bv a National Science Foundation grant, an IBM Facuity Devetopment Award an
L S Arm Researcn rinfice contract L)AA-" -.,-:Y-K..00

- Departments oi Computer Science and Operations Researcn. Stanford Lniver'it\. Stanford. California
Q4305.

Department oi iectr,ci En nerine and Computer Science. Massacnusetts Institute of TTechnologs.
Camoridge. \lassanusetts i- 3i
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A PROJECTION SPACE NMAP METHOD FOR

LIMITED ANGLE RECONSTRUCTION'

Jerry L. Prince 2, Alan S. Willsky 3

ABSTRACT

We present a method to reconstruct images from finite sets of noisy projections which are available only

over limited or sparse angles. The method solves a constrained optimization problem to find a maximum

a posteriori (MAP) estimate of the full 2-D Radon transform of the object, using prior knowledge of

object mass, center of mass, and convex support, and information about fundamental constraints and

smoothness of the Radon transform. This efficient primal-dual algorithm consists of an iterative local

relaxation stage which solves a partial differential equation in Radon-space, followed by a simple Lagrange

multiplier update stage. The object is reconstructed using convolution backprojection applied to the Radon

transform estimate.

1. This research was partly supported by the U.S. Army Research Office, contracts DAAL03-86-K-0171
(Center for Intelligent Control Systems) and DAAG29-84-K-0005, and by the National Science Foundation,
grant ECS-S312921. In addition, the first author was partially supported by a U.S. Army Research Ofce

* Fellowship

2. TASC, 55 Walker's Brook Drive, Reading, MA 01867. Formerly of the Laboratory for Information and
Decision Systems, Massachusetts Institute of Technology, Cambridge, MA 02139.

3. Center for Intelligent Control Systems, Room 35-437, Massachusetts Institute of Technology, Cam-
bridge, M'VA 02139.
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GEOMETRIC MODEL-BASED
ESTIMATION

FROM PROJECTIONS

by

Jerry Ladd Prince

Submitted to the Department of Electrical Engineering
and Computer Science on January 2, 1988 in partial

fulfillment of the requirements for the degree of
Doctor of Philosophy

Abstract

This thesis addresses the problem of image reconstruction from noisy and limited- or
sparse-angle projections. An algorithm is presented for the estimation of the maxi-
mum a posteriori (MAP) estimate of the full sinogram (which is an image of the 2-D
Radon transform of the object) from the available data. It is implemented using a
primal-dual constrained optimization procedure, which solves a partial differential
equation in the primal phase using an eEcient local relaxation algorithm, followed
by a simple Lagrange multiplier update in the dual phase. The sinogram prior prob-
ability is given by a Markov random field (MRF) which includes information about
the mass, center of -ass, and convex hull of the object, and about the smoothness,
fundamental constraints, and periodicity of the 2-D Radon transform. The geomet-
ric information reflected in the MRF formulation is estimated hierarchically, in part
by new set reconstruction algorithms developed herein. These algorithms in turn
are based on probabilistic estimation formulations which incorporate prior infor-
mation about the size, position, and shape of the object. In particular, knowledge
of the eccentricity, orientation, and boundary curvature may be used. This thesis
contributes to the state of knowledge in the field of computed tomography, partic-
ularly in those disciplines in which noise and limited-data is a problem, and in the
field of computational geometry, where our probabilistic formulations provide new
and interesting insights on the problem of convex set reconstruction from support
line measurements.

Thesis Supervisor: Alan S. Willsky
Title: Professor of Electrical Engineering
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.STRUCTURAL DECOMPOSITION OF MULTIPLE TIME SCALE
MARKOV PROCESSES'

.1. R. ROHLICEK
BBN Laboratories Incorporated,
10 Moulton St.. Cambridge. NMA 0'223S.

Laboratory for Information and Decision Sses
>lassrr~us~ts rstitute of Technoio,:gv,

Cambricige, MIA 02139.

Abst-act

A srg::oaraorrmfor h .- c~m sz:-~eco~.~i; o ulr per:.;:)ed
arKoV Processes has been pr-esented ir. ',.2'. Taaorm ovesa uriform approximat.ior. f

::-e ;roa .:: I.a-str :rcwr r, : C erZat > G tnrOugln -,he CO.-5.tructor o-' a secuernre c:
agrr-ega-,e moot.s '.a..C a'. s,,cCess:%veA siower t-escac s. \\rnen orlYv-he j-t.c:zu-c o: Mrse oc . s

* :~~s .'-rdte ac:hmcan- De ex:oressed s.m. 1 ir. e.s of g~azzns assoc*Zated wiheach of weI~
agereca'.et Modes. T he MZ or Com.put*a*ttor DCCe. C ocresconPu-..g S.-C7rteSt Datn . r.eCSe Fra-.
-'-s rersn nof -he a~gorIt'"'M ?1r!erno-e .os anaatvsis 0: nore cornpiex 5ssterrs %wnere ne

are o~wle c .ooa~or.paramete:s vwith ;nk:-own :a:ve orders ofmariu.

Keywords: Mar-kov proces ses, s~ngul;ar pe.:::z.tor., :7rip..:e tIMe scales. gr7.zn ery

C'1 INTRODUCTON
~tr.s p a:)e!, an aig-rithm for -he analysis of the multiple time scale cteof a perturbed M~a.-kcv

crc is: eveloiped which buildis directiv on the mnultiple time scale Qecoposto aI ojn A resnte

*!.2. tuctur-e of a pt.-tur-bed NMarkoV process reits to the compiete multiple time scale decrmoositior.
of the type periormed in '1.2.3.1' wvhere the evolution of the state probabilities is approximated using a
sequence of aggregated modelIs, each valid a successive]%- slower time scales. in this case. hcw.ever. only
the position of the nonzero .-ansi-ion rates of' each of the unperturbed , agcregat.ed time scale mociels. anc

the sets of states whizm constitute the aggegate classes, are determined. Although the detailed behavior
*of the system-, cannot 'be recovered from these descr-iptions, much useful information is retained. It will

be shown th-at this su'bset of information about the decomp:osition can be obtainetd using a very simotei
crap.h-thetotic algorith'm which is implicit in the algorithm presented in 12>'

Use of these structural aspects of-a Markov ch-aint car, have many applications. For instance, an alg-.
rith1m similar to that presented in this paper has been appLed to the analysis of the behavior of "simnulated
annealing' optimization methods '5'. Other applications include computing order of magnitudes for the

Vtime of events in sysitms .vitnh -are transitions . Specific applications includie analy.sis of the failure time
of a fault tolerant system.- or the error rate of a com-munization protocol.

* The naure! Of the diecomposition algorithms presented inhis paper are very different from those which
attempt to aporoximt tedtiebeaorfsyem Inhse algorithm, n umerical calculations of
corrmnant tizenvecto rs of unperturbed systems, and of c-dependent "trapping" probabilities were required.

The algorithmrs in this p)aper basical-ly consist of computing var ious t ypes of connectivity in labeled graphs.
Since the computations involve only integer quantities, issues of numerical stability are not relev-art. Also,
by introducing the graph- theoretic formalism, it. is possible to employ stanaiard graphical algorithms for

* computing quantities such as shortest paths between vertices of a graph.
IS paper i s or aized as -IlowNs. in the next section, the decomposition algorithm and uniform

approximation result present :1,. 12 is stated and a simple example is provided. In the next stction,
the graphical formalism is introduced and the new gr-aphical decomposition algorithm is presented. The
final section includes conclusions and a discussion of the relationship of this approach to other work.
Also, the application of this aigorithm to models with multiple perturbation parameters is discussed with

* application to a fault-tolerant systemn model.

,nsrelarrt asconuceo .ner hesuppontof the Air Force O~ce ofScier.i:ncResarc nergp-an: AFOSR.S2.0256
and the Army. Research OF5.ce un~der g-ant DAAG-29-s4-KOOS.
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A SURM\EY OF LARGE TLNIE ASYMPTOTICS
'- OF SLNIULATED AINNEALIING ALGORITHMS'

John N. Tsitsikiis

Laboratory for Information and Decision Systems
Ma-sac~husetts Institute of Technology

Cambridge, MA 02139

Abstract

Simulated annealing is a probabilistic algorithm for minimizing a general cost function which
may have multiple local minima. The amount of randomness in this algorithm is controlled by

the 'temperature", a scalar parameter which is decreased to zero as the algorithm progresses. We

consider the case where the imrrnization is carried out over a finite domain and we present a

survey of several results and analytical tools for studying the asymptotic behavior of the simulated

annealing algorithm, as time goes to infinity and temperature approaches zero.

. I. Introduction.

Simulated annealing is a probabilistic algorithm for minimizing a general cost function which

may have multiple local miunima. It has been introduced in [1] and 2' and was motivated by the

Metropolis algorithm 3 in statistical mechanics. Since then, it has been applied to a variety of

problems, the main ones arising in the context of combinatorial optimization [1,4,5,61 and in the

* context of image restoration ;71.

Let S fl.-- N1 be a inite state space, let Z be the set of nonnegative integers and let

J : S - 2 be a cost function to be minimized. We assume that, for each i E S, we are also given

a set S(i) CS, to be called the set of neighbors of i. Let us assume that

*jiE-S(,) i' and only if i E S(j). (1)

The neighborhood structure of S may be also described by a graph G = (S, E), where E, the set
of edges is defined by E = {(i,j) j E S(i)). Given a neighborhood structure, a natural method

for trying to optimize J is the 'descent" method: given the present state i E S, one examines

the neighbors of i and lets the state become some j E S(i) such that J() < J(i). The descent

method, in general, cannot find a global optimum; it is possible that J(i) < d(j), Vj S(E),
* without i being a global minimizer of J. MAultistart algorithms provide a popular modification

of the descent method in which the above described procedure is repeat, i, starting from random
%X and independently chosen initial states. This guarantees that eventually a global minimum will be

reached, but depending on the structure of the problem, this may take too long.

Research supported by the Army Research Office under contract DAAAG-29-64-K-005.
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Stable. robust trackingr by slidingr mode control*

C'eolrce C. \ ERGHESE around the use oif inverse models, and offers some

Benito FERNANDEZ R. news lnstins into the constraints impos ed bN the< 1 and J. Karl HEDRICK .. finite and infinite zero structure of the system. It
Sfaznu~tiIn~iin T~h"! .. CamrJe VA :'o is shov.n that stable and robust trackin2 is ob-

tsltained 'P, this slid tnc scherme if and onlyifth

-,,sstem is minimum phase. The blending of state-
Re..ccd . June >n" , space and polynomial matrix, descriptions alloss

our results to be derived cleanlyv and 2enerallv.
il ,-rjc Soajnz mooe conirol is examined from ihe rper~pc.:
ii-of o n-:anz stiHle and robust trac& ;nz of an arbirrarN 1.S:re rob~usi iracking

t;mc-sarrrnz reference b\ a multii-inpui-ouiput. linear, time-
;n.i~ji .%tv n' en h\ a certinm class of bounded error,. Our startins point is the s\,stem

non:nc~rrt,e, .nd disturbances %lost existing sliding mode
.cheme, for such ssims are subsumned b\ the one presented I~)=xz -BuOi L(x. t4 (]a)

j here, The results iare des eloped via the use of inverse models, v 2 ( .(I b)~
* and make ciear ihe constraints imposed by the finite and

nfmnrte zcro structure of the s\siei. In narticular. stable and uwhere x is the it-dimensional state vector and u. v
robust trackinz is shown to be obtained by ihe scheme in this are nt-dimensional control iptand tracking out-
rnaner if anJ on>. if the ,,,iem is minimum , hae nu

p~ut vectors respectively. The vector v represents
V ei -S. sid-:ng mode . Variable tructure s~ stems. Tracking. model errors. nonltneanities. and disturbances.

Robust ccnrc. nvsemodels. Zeros. (The time argument i will be dropped for nota-

tional simplicity wherever it is not needed for

1. Inrodutionclarity or emphasis.) One can obviously not ask
for more independently trackin oupt ha hr

Varabl stuctre ysemswit sldin moes are control inputs. On the other hand, if the
Var4-n~ stuctue sstes wth sidia mdes number of desired trackin2 outputs is fewer than

-~ have been the focus of a growincy literature, see for
example [1-6] and references therein. The results the numbero, oto nus.te hr r d

in this paper- are developed in the context of stable dtoa ere ffedmta a eepotd
an outtakn fanabtaytm-ayn and some remarks on the possibilities are made in

linar ro-s thekin Coofso of thisrar paper.ni
-ereference b% a multiv.artable. lna.time-invariant th pickuio of asi apfuctio

-\,stem driven by a certain class of errors. nonlin-Thcotlobeiviso
-arities and disturbances. %lost existinz slidling ftemaue- oa ohv
mode scnemes for such svstems are subsumed by e (i ) (r ) -ya (r) (

0 the one described here.-Our treatment is built
2o to Zero. w--here Vd is the desired output. i.e.. tne
tracked reference, and is assumed to be suffi-

work of the first author, was supportd b% the Arm\ cientlv differentiable - the precise degree of dif-
Research Office under Grants DAAG-29-84-K-0005 and ferentiability will become explicit later. We also
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